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The rapid expansion of technology-mediated language assessment 
(TMLA)

Exponentially growing demand for test items

Producing items by item writers is time-consuming and expensive

Lack of trained item writers who can produce high-quality items

Rapid development of AI technology

USING AI FOR LANGUAGE TEST ITEM GENERATION



• Automated item generation and item generation with AI

• Large language models and how they work

• GPT: opportunities and challenges

• Using ChatGPT for test item generation in classroom assessment

• Using GPT for item generation in large-scale testing (DET)

• Using large language models for language test item generation: future 
directions



Automated item generation

Step 1: item model 
development by item writers 
(prototype, template)

Step 2:  Identifying content 
to be manipulated

Step 3: Generating items 
using computer technology

(Gierl & Lai, 2013)

Using AIG elements to produce 
TOEIC listening items: 

an automated system that retrieves 
appropriate real-world videos

a list of vocabulary tagged with established 
difficulty levels

a word similarity tool that suggests words 
and phrases similar in distribution to a 
given word  

(Yoon et al, 2017)



Item generation with AI  

Natural Language Processing (NLP) (ChatGPT, accessed on 24 May 2023)

Large language models such as BERT and GPT

ChatGPT is freely available https://chat.openai.com
• based on GPT3.5 version
• ChatGPT+ (paid version) based on GPT4

Most recent model – GPT4 (released on 14th March 2023 by OpenAI):
• solves complex problems with greater accuracy
• better understands nuances of language including the meaning, tone and context
• can generate longer texts and texts of higher quality
• can better remember the context of a conversation for longer (BingChat, accessed on 24 May 

2023)

Bing Chat (freely available as part of Microsoft Edge browser) 
• does not have a knowledge-cut-off 
• provides links to webpages with further information

https://chat.openai.com/


How do GPT large language models work?

trained on a massive dataset of human-generated texts

utilizes advanced NLP techniques to understand and generate language

learns to generate text by analyzing and mimicking the text it is trained  on

produces fully original texts (0% similarity to online sources) by predicting 
the next word (token) in a sequence

can produce texts of any genre, on any topic, in a matter of seconds

the texts are written in correct English and are largely indistinguishable from 
texts written by humans (Christodoulou, 2023)



OPPORTUNITIES

• GPT generates texts of any genre 
on any topic in seconds

• Latest GPT models can produce 
output with little to no 
demonstration (zero-shot 
learning)

• texts are written in good English

• GPT can be fine-tuned to 
produce better output (Open 
AI’s API)

CHALLENGES

• GPT ‘hallucinates’  
• GPT “was prone to generating erroneous 

outputs…, especially for certain statistics 
and numbers” (Bezirhan & von Davier, 2023, 
p.17)

• GPT is biased  
• biased gender representation (Li & Bamman, 

2021; Shihadeh et al., 2022)

• racial bias (Brown et al., 2020; Log’e et al., 2021)

• religious bias (Abid et al., 2021). 

• Lack of clarity regarding text 
authorship (Zong & Krishnamachari, 2022)



Using ChatGPT for test item generation: Grammar MCQs

ChatGPT, accessed on 25th May 2023
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Using ChatGPT for test item generation: Grammar MCQs

ChatGPT, accessed on 25th May 2023



ChatGPT, accessed on 25th May 2023

New Bing Chat, accessed on 29th May 2023

Attempt 1



ChatGPT, accessed on 25th May 2023

New Bing Chat, accessed on 29th May 2023

Attempt 2



Attempt 3

New Bing Chat, accessed on 29th May 2023

ChatGPT, accessed on 25th May 2023



Using ChatGPT for test item generation: Vocabulary MCQs

ChatGPT, accessed on 25th May 2023



Using ChatGPT for test item generation: Vocabulary MCQs

ChatGPT, accessed on 25th May 2023



Using ChatGPT for test item generation: Vocabulary MCQs
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Using ChatGPT for test item generation: Vocabulary MCQs

ChatGPT, accessed on 25th May 2023



Using ChatGPT for test item generation: Reading

Brunfaut, 2023



Using ChatGPT for test item generation: Reading 

ChatGPT, accessed on 25th May 2023
https://readabilityformulas.com/free-readability-formula-tests.php



Using ChatGPT for test item generation: Reading 

ChatGPT, accessed on 25th May 2023
https://readabilityformulas.com/free-readability-formula-tests.php



Bezirhan & von Davier (2023)

• texts for the primary school reading achievement test 
PIRLS

• “prompt design is essential for …GPT… because it directly 
affect the quality and relevance of the output”  (Bezirhan & von 

Davier, 2023, p.15)

• “zero-shot” and “one-shot” learning modes

(Bezirhan & von Davier, 2023, p.28)



• Python to send API requests with prompt design and parameters to the OpenAI’s
API service 

• Open AI’s API Playground https://platform.openai.com/playground try for free ($18 
worth tokens)

Open AI, API Playground, accessed on 28th May 2023

https://platform.openai.com/playground


Bezirhan & von Davier (2023)

“inclusion of grade/age information reduced the text 
difficulty score for the generated passages” (Bezirhan & von Davier, 2023, 
p.19)

• Blinded expert judgement of passage quality

Informative passages Fiction stories
original GPT-generated original GPT-generated

adequate 96% 92% 80% 96%

engaging 86% 84% 74% 94%

coherent 94% 84% 88% 88%



ChatGPT, accessed on 25th May 2023



Using GPT for test item generation: Duolingo

Interactive reading task

Based on a single short text to save 
testing time
The text is generated by GPT
1. Vocabulary in context: multiple-

choice gap fill

2. Text completion: filling in a missing 
sentence, multiple choice

3. Comprehension questions: open-
ended, text highlighting

4. Main idea: multiple-choice
5. Title: multiple-choice

Attali et al., 2022

Candidate words for deletion are computed 
by a language model [BERT?] and “filtered 
based on the likelihood” (Attali et al, 2022, p.5)

“Ideally, successful distractors have low, but 
not too low, likelihood, and have the same 
syntactic part-of-speech as the correct 
answer.” (Attali et al, 2022, p.5)



Using GPT for test item generation: Duolingo

Interactive reading task

Based on a single short text to save 
testing time
The text is generated by GPT
1. Vocabulary in context: multiple-

choice gap fill

2. Text completion: filling in a missing 
sentence, multiple choice

3. Comprehension questions: open-
ended, text highlighting

4. Main idea: multiple-choice
5. Title: multiple-choice

Attali et al., 2022

GPT is not good at generating distractors 
for multiple-choice items (Attali et al, 2023)

NLP metrics: average similarity to the 
correct answer,  to the source passage, 
and to individual sentences in the source 
passage (Attali et al, 2022)



Using GPT for test item generation: Duolingo

Interactive reading task

Based on a single short text to save 
testing time
The text is generated by GPT
1. Vocabulary in context: multiple-

choice gap fill

2. Text completion: filling in a missing 
sentence, multiple choice

3. Comprehension questions: open-
ended, text highlighting

4. Main idea: multiple-choice
5. Title: multiple-choice

Attali et al., 2022

Questions generated by GPT. 

“To better guarantee that the generated 
questions are answerable using the 
passage, we use an external question
answering model to predict the overall 
likelihood that the question can be 
answered” (Attali et al, 2022, p.5) 



Using GPT for test item generation: Duolingo

Interactive reading task

Based on a single short text to save 
testing time
The text is generated by GPT
1. Vocabulary in context: multiple-

choice gap fill

2. Text completion: filling in a missing 
sentence, multiple choice

3. Comprehension questions: open-
ended, text highlighting

4. Main idea: multiple-choice
5. Title: multiple-choice

Attali et al., 2022

Multiple potential answers are 
generated by GPT and evaluated 
automatically “based on their 
similarity to the passage and 
average negative log likelihood as 
estimated by the language model” 
(Attali et al, 2022)



Using large language models for test item generation

Q1: How efficiently can we generate test items with GPT?

• Large-scale IR task pilot: 14,000         789 (5.6%)        454 (3.2%) (Attali et al, 2022)

Q2: How good is the quality of the test items generated with GPT?

• Many items are of low quality (judging by 96.8% rejection level)

• Are the remaining 3.2% good enough to be used for testing? E.g., can the model generate 
strong and plausible distractors based on the likelihood statistics? 

Q3: How much human review is needed for the GPT-generated items?

• “The review process is estimated to have taken about 15 min per passage (including 
questions), across all rounds of review” (Attali et al, 2022, p.7)



Using large language models for  large-scale operational 
item writing

• What is possible to be done with AI? 

• What is not possible, because AI is not good at producing items of this 
type?

• Can we replace this particular item type with a different one that 
lands itself better to automated generation?

• If we do so, will this affect the construct of testing? 

• What will the quality of the resulting items be, if we use AI? 
• How much review time/iterations do we need to build into the 

system? (fact checking, bias review, editing)



Using large language models for  classroom-based testing

• Generate linguistically accurate, topical, coherent texts

• Generate some (!) items to go with the text (e.g., comprehension 
questions targeting important detail)

• BUT correct prompting is important

• BUT text difficulty should be checked

• BUT items need editing
• BUT some items (e.g., targeting inference, global understanding, 

synthesis) might have to be teacher-written



AI in language testing SIG

• Are you a member of EALTA?

• Do you want to learn more about using AI for language testing? 

• Do you think “AI in language testing” SIG might be a good idea?

• Are you interested to take an active part in setting up and running the 
SIG?

Please write to Olena Rossi olena.rossi@itemwriting.co

mailto:olena.rossi@itemwriting.co
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